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Abstract—The increasing penetration of distributed energy re-
sources (DERs) leads to voltage issues across distribution net-
works, necessitating voltage calculations by utilities. Electric
model-free voltage calculation offers an enticing solution. How-
ever, most researches mainly focus on primary distribution net-
works ignoring secondary distribution networks and commonly
overlook extreme voltage case calculations, which require the
model’s extrapolation abilities. In addressing the gaps, this paper
presents a customized physics-inspired neural network (PINN)
model, the structure of which is inspired by the derived coupled
power flow model of primary-secondary distribution networks. To
ensure precision and rapid convergence, a crafted training frame-
work for the PINN model is proposed. The PINN’s “structure-
mimetic” design enables superior extrapolation for unseen sce-
narios and enhances physical information awareness. We demon-
strate this through two applications: hosting capacity analysis and
customer-transformer connectivity. The effectiveness and advan-
tages of the proposed PINN model are validated on two public
testing systems and one utility distribution feeder model.

Index Terms—Distribution network, voltage calculation, elec-
tric model-free, physics-inspired neural network, extrapolation.

NOMENCLATURE
A. Abbreviations

DER Distributed energy resource
EN Euclidean norm

EV Electric vehicle

HC Hosting capacity

LR Learning rate

MAPE Mean absolute percentage error
MLP Multi-layer perception

MN Manhattan norm

MSE Mean squared error

OLTCs On-load tap changers
PDNet  Primary distribution network
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PFlw Power flow

PINN  Physics-inspired neural network
PV Photovoltaic

SDNet  Secondary distribution network
SGD Stochastic gradient descent

SM Smart meter

ST Service transformer

TC Transformer-customer

B. Constants

[ag*, A7*] Incidence matrix of the radial SDNet .J
Initial learning rate

Coefficient matrix of customer active power
Minimum connection matrix

Coefficient matrix of customer rective power
Line resistance matrices of PDNet

Line reactance matrices of PDNet

Factor for scaling the LgT7

Ay, AT] Incidence matrix of the radial PDNet graph

FEREE

—

k ST number

N Number of the buses (except slack bus) in the PDNet
Ny Data batch size for training

N, Total number of load buses in the feeder

C. Indices and Sets

N# Index set of PDNet buses connected with SDNets
N+ Non-head abuse index set of SDNet(ng*, ¢,)

(C] Parameter set of PINN model

{0} JN?P Index set of buses in the PDNet

ng* PDNet bus connected with SDNet J on phase-¢;
D. Variables

[v,v9]  Squared voltage magnitudes of the PDNet buses
b. Bias vector of 7 layer

p Nodal injection active power of the PDNet
q Nodal injection reactive power of the PDNet
W, Weight matrix of nP layer

W Weight matrix of 7! layer

P Line active power of the PDNet

Q Line reactive power of the PDNet

J(©)  Total loss of the PINN model

Re Regularization term

0 Parameters emerging physical information
0 Parameters without physical information embedded
LG Prediction error of physics-inspired module
Lo PINN model prediction error
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De Active power collected from SMs

e Reactive power collected from SMs

v Head node squared voltage of SDNet [

Ve Squared voltage magnitudes derived from SMs

I. INTRODUCTION

ROLIFERATION of distributed energy resources (DERs),

such as residential photovoltaic (PV) systems and electric
vehicles (EVs), is reshaping modern distribution power net-
works. Spurred by technological growth and ecological needs,
these DERSs are increasingly connected to the low-voltage sec-
ondary distribution networks (SDNets), upending traditional
energy practices. However, the integration of DERs introduces
numerous operational and reliability hurdles. A prevalent is-
sue is the voltage rise due to distributed PV, making it harder
to maintain voltages within the ANSI C84.1 tolerances []1]],
[2]], given the reverse power flow (PFlw) in the case of ex-
cess power generation. Hence, it is of great importance for
utilities or distribution power companies to perform voltage
calculations, enabling the design and development of effective
voltage control strategies for the safe and reliable operation of
distribution networks [3]].

Voltage calculations rely on distribution network models,
but these models are typically absent in SDNets populated by
residential PV and electric vehicles. Although some utilities
may record SDNet information, including topology, line pa-
rameters, and customer connectivity from transformers, main-
taining or updating these models can be time-consuming and
costly. As a result, these recorded models are mostly outdated
or contain errors [4], critically impacting the accuracy of volt-
age calculations and model-based hosting capacity results [5]].

As an alternative, electric model-free voltage calculation
methods have gained increasing attraction with the rise of
machine-learning technologies and the mass adoption of smart
meters (SMs), presenting a promising solution to the outlined
challenges. Rather than using electric power models for PFlw
analysis, these methods leverage regression techniques to an-
alyze historical SM data (i.e., P, Q, and V) and identify the
correlation between load data and the voltage data from SMs.
With this well-established mapping relationship, the voltage
at customer nodes can be calculated in various scenarios by
specifying the customers’ active and reactive power (i.e., P
and Q) at a given moment.

In recent years, there has been a significant upswing in
scholarly interest in data-driven or model-free voltage calcula-
tion methodologies. These can be bifurcated into two primary
categories: linear and nonlinear regression-based methods.

Class I - Linear regression-based methods: These methods
mainly focus on the linearization of the PFlw model [6]. In
the pioneering work by [7|], a data-driven linearization ap-
proach of PFlw models was proposed, employing partial least
squares-based and Bayesian linear regression-based algorithms
to address collinearity and avoid overfitting of real operation
data. Similarly, a robust data-driven linearization model utiliz-
ing linear support vector regression is presented in [8]]. The
ultimate goal of these methods is to estimate the parameters of
the linearized PFlw model, then conduct voltage calculations

based on these PFlw models. Further pushing the boundaries,
a novel two-step regressor combining multiple techniques was
proposed in [9]]. This innovative methodology integrates lin-
ear and nonlinear regressors into a unified model, resulting in
enhanced predictive capabilities, as evidenced by a substantial
reduction in error across simulation scenarios.

Class II - Nonlinear regression-based methods: These meth-
ods leverage nonlinear regression, with a particular emphasis
on neural network-related approaches, owing to their adept-
ness in capturing the inherent nonlinearities present in PFlw
problems [10]-[16]. Specifically, authors in [10] put forth a
deep belief network-based PFlw calculation method that, in
addition to active/reactive power data, incorporated topology
information to account for variability due to system topology
changes. A deep neural network-based approach is proposed
to depict the high-dimensional load-to-solution mapping and
directly solved the optimal PFlw problem [17]]. In 18], the au-
thors introduced two voltage change prediction models lever-
aging deep neural networks, validated using three datasets.
While the model’s extrapolation capability was evaluated, the
paper did not discuss methods for its enhancement.

Despite the valuable findings obtained from numerous stud-
ies focusing on developing model-free voltage calculation
methods, several intricate challenges still necessitate further
deliberation and exploration.

First, most existing studies focus only on primary distribu-
tion networks (PDNets), overlooking SDNets where SMs are
usually installed. This oversight often results in the use of un-
conventional measurements, such as distribution transformer
readings, making such methods incompatible with residential
SM data. In response, neural networks are adopted in [[13],
[14] to model the relationships among historical SM data in
the corresponding SDNet. However, the model’s performance
may falter when transformer-customer connectivity is inaccu-
rate. This inaccurate connectivity information may also inflate
calculation errors.

Second, many of these methods perform poorly for high-
impact, low-probability extreme voltage scenarios (e.g., volt-
ages are less than 0.95 p.u. or greater than 1.05 p.u.) due
to insufficient extreme voltage scenario data [16]. However,
the prediction performance for extreme voltage scenarios is
crucial since those scenarios necessitate voltage control [9].
These scenarios require the neural network model to have ex-
trapolation capabilities, given that target voltage values often
reach the boundaries (e.g., 0.95 pu and 1.05 pu). Extrapola-
tion refers to a model’s ability to make accurate predictions
for input data outside the range of its training data. While the
model in [13]] claimed enhanced extrapolation capabilities by
adding aggregated active and reactive power of customers as
input and forming multi-outputs, the core component of the
model is still a multi-layer perception-based (MLP) model.
Such a model has been shown to struggle with extrapolating
most nonlinear tasks due to their linear extrapolation. The ex-
isting literature rarely discusses the reasons for the model’s
extrapolation ability they claimed [19].

Third, these previous model-free voltage calculation meth-
ods are typically black-box, lacking physics-informed inter-
pretability. Unlike deep neural networks, PINNs offer en-
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hanced interpretability and reliability in machine learning ap-
plications [20]. PINNs come in various paradigms, with the
most prevalent one employing a physics-informed loss func-
tion to steer model training. For instance, Power-GNN, pro-
posed in [21]], addresses the state and parameter estimation
challenges by constructing a loss function rooted in PFlw
equation residuals. [[12] introduced a physics-guided neural
network for PFlw problems, utilizing an MLP as encoder and a
Kirchhoff’s laws-based bi-linear neural network decoder. The
model employs a tailored loss function to minimize voltage
prediction errors and power mismatches, enhancing conver-
gence and accuracy through the integration of physical laws.
However, its adaptability to unbalanced primary-secondary in-
tegrated distribution networks remains uncertain. Beyond loss
function modifications, another notable approach involves the
physics-informed design of architecture. This strategy uses
physical principles to guide the neural network’s architecture,
either by infusing physical significance into hidden layer out-
puts or by directly altering the network’s connections. [15]
introduces a deep neural network with a skip-connection struc-
ture, inspired by the cyclic nature of the prox-linear solver, to
facilitate efficient training. [22]] balances computational effi-
ciency and PFlw analysis accuracy using an encoder-decoder
framework and message propagation among nodes but is lim-
ited by its strong physical assumptions and dependence on
the Newton-Raphson solver. [[13]] proposes a model-free volt-
age calculation model incorporating total loads to address up-
stream voltage fluctuations but it lacks physical interpretabil-
ity. Overall, prior studies rarely consider using customized and
physical rule-inspired neural networks that are suitable for dis-
tribution networks to improve the performance and extrapola-
tion ability of voltage calculation models [10]], [[14]], [16], and
how to combine the different paradigms can be further ex-
plored as well.

In light of these challenges, this study proposes a model-free
voltage calculation method for distribution networks based on
a customized PINN. The main contributions of this work are
summarized as follows:

o This study presents a coupled distribution PFlw model for
integrated primary-secondary networks, laying the foun-
dation for the physics-inspired structure design of a cus-
tomized neural network.

o This paper proposes a model-free voltage calculation
method via a PINN tailored to the needs of diverse op-
erational and planning scenarios. The proposed model’s
physics-inspired structure greatly enhances extrapolation
capabilities beyond existing methods, supported by test
results on the distribution models and the successful ap-
plication in PV hosting capacity (HC) calculations.

o The proposed PINN model exploits its physics-inspired
structure to capture the PDNet-SDNets’ physical informa-
tion, relying solely on SM data. Based on the extracted
physical information, we develop a transformer-customer
(TC) connectivity identification method, illustrating the
PINN model’s application in distribution power network
information awareness tasks.

The rest of the paper is organized as follows. Section

presents the coupled linearization of the distribution power
flow model for primary and secondary networks. The physics-
inspired model free voltage calculation model is formulated
in Section Section presents PINN voltage calculation
model applications, including model-free locational PV host-
ing capacity calculation and transformer-customer connectiv-
ity identification. Numerical results on the proposed model are
given in Section [V] and the paper is concluded in Section

II. PDNET-SDNETS COUPLED POWER FLOW MODEL

In this section, we develop a coupled distribution PFIw
model for integrated primary-secondary networks to assist in
designing the structure of the PINN model. Our focus is on a
residential distribution feeder that comprises both the medium-
voltage PDNet and the low-voltage SDNets. The SDNets
consist of single-phase connectionsﬂ that link to the PDNet
through single-phase service transformers (STs). We operate
under the assumption that all customers are connected to the
feeder via SDNets and that the SM data for all these customers
is readily accessible.

A. Linearization of Power Flow Model for PDNet and SDNets

Consider an unbalanced three-phase radial PDNet contain-
ing N + 1 buses, whose index set can be represented as
{0} UNP, where 0 denotes the slack bus and set NP =
{1,2,..., N} is the index set of all other buses in the PDNet.
The indices of nodes that are connected with SDNets are de-
noted as N'* = {n}*,n2*, ..., nl*}, where N'* C N'P. Let vec-
tors v, p and q collect the squared bus voltage magnitudes,
nodal net active and reactive power consumption of the pri-
mary network. Based on the assumption that the line losses are
small and that the voltages are nearly balanced [23]], the PFlw
relationship of the primary distribution system can be repre-
sented with the LinDistFlow model, and compactly expressed
in a graph-based form [24]:

AP = —D,
AQ = —q,

(D

[ Ao, AT ] [ v } —2(D,P1+D,Q).
where Ay € R3V*3 represents the three-phase connection
between busg and each of the other buses; A € R3V*3N ig the
incidence matrix for the PDNet that represents the three-phase
connection among all non-head buses. D, and D, are block
diagonal matrices that collect the line impedance matrices. The
LinDistFlow model in (I establishes a linear mapping from
the PDNet’s nodal power injections to the squared voltage
magnitudes, and the linear relationship is determined by the
system topology information.

Following the linearization of PDNet PFlw, we investigate
the corresponding SDNet model, as residential customers are
commonly connected to low-voltage SDNets. For convenience,
we denote the selected network as SDNet(ng*, ¢;), which

IDespite using a split-phase triplex cable in reality, our model approximates
it as a single-phase 240V connection via Kron reduction and balanced current
assumptions.
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Fig. 1. The structure of integrated primary-secondary distribution networks

signifies that the SDNet is electrically connected to bus n{*
of the PDNet through a phase-¢; lateral line. For clarity in
notation, we define J* = {ng*, ¢;}. Any variable with the
superscript J* denoted as (-)”* signifies it belongs to the spe-
cific SDNet(ng*, ¢s) connected to the PDNet.

By referring to the impedance of the ST’s primary and sec-
ondary winding to the same voltage level, SDNet(ng*, ¢)
can be considered a single-phase radial network. In this rep-
resentation, the primary winding of the ST, identified by
ng* € N, acts as the head bus, and its squared voltage mag-
nitude is denoted as v()] *, being an element of vector vg. Let
N7* = {1,...,nJ*} be the index set of non-head buses in
SDNet(ng*, ). Then, we collect the net bus consumption
of active and reactive power, as well as squared nodal volt-
age magnitudes of the SDNet, into vectors p‘] * qJ * and v7*.
Similarly, assuming negligible line and transformer losses, the
PFlw in the single-phase SDNet(nJ*, ;) can be approxi-
mately expressed by using the linearized DistFlow equations,
which can be concisely represented in a graph-based compact
form:

,UJ* — Q[AJ*]fTRJ* [AJ*]flpJ*

_ 2[AJ*]—TXJ*[AJ*]—1qJ* _ UOJ* [AJ*]_TCLOJ*,

2
where [a{*,[A7*]T]T € R +Dxn" i the incidence ma-
trix of the radial topology graph, R’* and X“* are diagonal
matrices whose entries are the line resistance and reactance in
the SDNet, respectively. Considering that AT+ ao‘] * R7* and
X 7* arise from the topology information of SDNet(n{*, ¢7),
(2) can be written in a more compact format as (3):

,UJ* — _BJ*pJ* o CJ*qJ* o v(‘)j*m‘]*,

3)
where

BJ* — Q[AJ*]_TRJ*[AJ*]_l c Rn‘!*xn‘s’*
J

Clr = 2[AJ*]_TXJ*[AJ*]_1 c an*xu; ,

m’* = [AJ*]fTag* c R”;“Xl'

)

In this transformation, the complex coefficients are encap-
sulated within the newly introduced matrices B Jx C7*, and
m”*. Notably, due to the inherent properties of the coefficient

terms, both B”* and C”7* manifest as symmetric matrices. In
practical SDNets, not every bus is connected with load. Given
the majority if measurements in the SDNet are obtained from
SMs installed on the customer side, our attention is specifi-
cally directed toward buses serving customer loads. Buses of
the SDNet without customer connections are excluded from
consideration, as they do not yield measurable data. As a re-
sult, (3) can be further modified to represent the relationship
among the SM measurements. Let N* denote the set of buses
with loads in SDNet(ng*, ¢5), where N.J* C N'/*. We define
vectors v*, p/*, and q/* of size ¢/* x 1 to collect the squared
voltage magnitudes, net active and reactive power consump-
tion for all buses with loads. Here, ¢”* represents the number
of load buses in the network J, and @) can be further reduced
to (@):

Jko o Jx

v!* = -Bl'p* - C*q]* —vi*m]*, @
where
B/* = B (2,9)|uense yense BI € R
Cl* = [C) (@, 9)aens- yeny-, C € R,
m* = [m!*(2)]eps- md* € REXL

The matrices BJ*, C/*, and m/* are derived from B”*,
C7*, and m’* by removing the entries associated with buses
without connected loads. Fig. [I] depicts the architecture of
the integrated primary-secondary distribution networks. Within
this illustration, two SDNets connected to distinct phases are
highlighted in blue and red, respectively, to provide a detailed
representation of the network structure.

B. Primary-secondary Distribution Network Combination

For a distribution network, the PDNet and SDNets are in-
terconnected through STs. The aggregated power of the STs
plays a crucial role in shaping the PFlw within the PDNet.
Consequently, any changes in the PDNet’s PFlw directly im-
pact the sub-SDNets, specifically by altering the primary side
voltage of the STs connecting them. When constructing the
primary-secondary combined PFlw model, it is essential to
consider this interdependence. The core of this coupling lies
in the voltage of the ST’s primary windings, which act as piv-
otal points. These voltage levels serve to connect the two-level
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PFlws, seamlessly integrating the PDNet and all SDNets into
a unified framework. To comprehensively formulate the cou-
pled PFlw model, we consolidate all SDNets into a compact
expression, focusing on the role of v in connecting all com-
ponents.

Let I represent the number of SDNets in the distribution
feeder. The measurements of all load buses in the SDNets can
be compactly denoted by column vectors of size N, x 1, where
N, = Z‘El nJ* represents the total number of load buses in
the feeder, equaling the customer number. The last term in
can also be collected in a column vector as:

He = [ [/"'I}Tv [“2]T7 "'[/"’I]T ]Ta

py e {wl* pl*.ql*}y Je{1,2,..,1},

me = [ [vg"my 1" [y m T, L og m T )T

)

where p. is a substitutable variable representing p., q. or v,
which denote the loading data and squared voltage data from
the customer side. Then @) can be expanded to reflect the
relationship between voltage and power consumption of all
load buses in the feeder:

Ve = *Bcpc - chc — M, (5)

where

B, = diag(B!*, B*>*,..., B*),

c

C. = diag(C}*,C*,..,.Cl").

c

In the context of the combined model represented by (3)),
several important points exist to be considered. Firstly, matri-
ces B, and C, are derived from the topology information of
all the SDNets. As per the equations, it is evident that these
matrices are symmetrical and sparse. Secondly, the vector m,.
is influenced by both the SDNet topology and the head node
voltage [v}*, ..., v}*] of the SDNets. The head nodes represent
the primary side of the STs, directly connected to the primary
network buses. This implies that the voltage of the primary
network buses can impact the voltage of the load buses. At
each time instance ¢, if we hold the constant components and
separate the varying components of the voltage, the head node
voltage can be expressed as [vl* + Avl(), ..., vl* + Avl(t)],
where v!* represents a constant voltage value, and Av’ (t) rep-
resents the voltage fluctuation at time . As a result, the vector
m, can be decomposed into m? and m2, where m? repre-
sents the constant component, and m% represents the fluc-
tuating component. Notably, mf‘ exhibits intricate relation-
ships with customer load, voltage regulators, PDNet topolo-
gies, and other factors that can influence changes in PDNet’s
PFlw, making explicit calculation challenging. Thus, assum-
ing fixed topologies and mainly considering customer loads
and voltage regulators, the voltage variance item m2 can
be represented as W(pc, g, 7), with ¥(.) representing the
voltage variance relationship, and r denoting the actions of
voltage regulators in the PDNet. Thirdly, for enhanced perfor-
mance, accounting for linearization errors is crucial, especially
when considering SDNets, which exhibit greater losses than
PDNet due to their lower voltage. These errors are related to
the squared line power and squared voltage terms, indicating

their association with the quadratic terms of customers’ net ac-
tive/reactive power consumption and the squared voltage [24].
Due to its complexity, we represent the error term implicitly as
X(Pe, Gc, Ve), Where x(-) represents the complex relationship.
In summary, taking into account the above discussions, the fi-
nal expression of the PDNet-SDNets coupled PFlw model can
be written as follows:

ve =Ep.+ Hq. — m; + ¥(pc,qe, ) + X(Pe, e, Ve),
E=-B. H=-C,,

m =[[vy"m )", [0 m?

s 2*]T,...[ I I*]T]T'

US mC

(6)
In the next section, we will design the PINN model based on
the format of the combined PFlw model mentioned above and

the characteristics of the coefficient matrices.

III. PHYSICS-INSPIRED MODEL-FREE VOLTAGE
CALCULATION METHOD

A. Model-Free Voltage Calculation Problem Restatement

The essential thinking of our model-free voltage calcula-
tion method is to learn and model complex multi-dimensional
underlying relationships between the input loads (P, Q) and
corresponding voltages (). The relationship can be simply
modeled as V = F(P, Q). In our problem, load data P, Q,
and V represent the system measurements in a period of time
collected by customer-side SMs. Based on model training, the
function F'(-) can be obtained by estimating the model pa-
rameter @ learned from the SM data. Unlike previous works,
our approach does not rely entirely on implicit PFlw relation-
ship mapping. Instead, the PINN model is designed to im-
plicitly learn the highly nonlinear components of the PFlw
model that cannot be directly derived, while explicitly cap-
turing the remainder and preserving the physical structure.
With the integration of a physics-inspired structure, our goal
is to enhance the model’s extrapolation ability. The model’s
parameters thus consist of both physics-inspired and conven-
tional components. Overall, this paper’s focus can be summa-
rized as v. = F(pc,qc;0,,04), where 6, denotes the pa-
rameters emerging physical information; the other parame-
ters are included into 64. This paper will demonstrate how
to design the F'(-) model and present a customized frame-
work to train the parameter © = {6,,, 6, } based on the dataset

Dtr = {vaca qc}‘

B. PINN Model Structure

In this section, we propose a customized neural network in-
spired by the PDNet-SDNets coupled PFlw model. The model
structure is shown in Fig. [2| The PINN model comprises three
modules: the physics-inspired module F), the linearized error
compensation module F,, and the voltage variance capture
module F,.

1) Physics-inspired Module: As explained in Section[[l] the
relationship between customer loads and voltages can be trans-
formed into a linear relationship, combined with two complex
implicit terms. The physics-inspired module, established on
the linear feed-forward layers, is the core component that ex-
hibits linear characteristics. It is important to note that the
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Fig. 2. The structure of the proposed PINN model

voltage terms are squared; hence, the data used in model train-
ing undergoes a similar squaring operation. This module in-
corporates three distinct neural layers - n®, ni!, and 7§ - de-
signed to simulate the linear part of (6). Apart from layer 7,
where the weight matrix W, is an identity matrix, the param-
eters of the three layers make up the physical parameter set
0, = {W,, Wy, b.}. In particular, W, serves as the coeffi-
cient matrix for the active power matrix and primarily captures
E. On the other hand, W}, symbolizes the coefficient matrix
for the reactive power matrix and is responsible for estimating
H. The model considers —m through b.. These coefficient
matrices encapsulate the topology pattern and hold informa-
tion about the line parameters. As a result, the parameters
of the well-trained physics-inspired module can encapsulate
network information, owing to its “structure-mimetic” design.
The knowledge acquired by the coefficient matrices can pro-
vide the foundation for power network physics information
awareness tasks, further explained in Section

2) Linearized Error Compensation Module: This module
serves the crucial role of mitigating the voltage calculation er-
rors introduced by the linearized PFlw model, reflecting the
X (Pe, Ge, ve) term in (6). While previous works commonly
neglect losses from power lines and STs, we recognize the sig-
nificance of considering these losses to enhance the model’s
performance since the PDNet and SDNet combined network is
considered. As discussed in Section [[I} voltage calculation er-
rors are linked to the squared line power and squared voltage
terms, which in turn, are associated with the quadratic expres-
sions of customers’ net active/reactive power consumption and
the squared voltage. This association entails a complex rela-
tionship that is challenging to compute explicitly. Hence, our
module employs fully connected MLPs with the tanh(-) ac-
tivation function. The MLP module enables us to effectively
model the intricate non-linear relationship between bus injec-
tion power and the error compensation for customer node volt-

ages. Consequently, our model can more accurately compen-
sate for voltage calculation errors. The inputs to this module
consist of the squared customers’ net active/reactive power
consumption and squared voltage, while the outputs yield the
error compensation for customer node voltages.

3) Voltage Variance Capture Module: This module serves
to capture the voltage variance of the head bus voltage of
each SDNet, represented as x(Pe, gc, V) term. This voltage
variance arises from changes in PFlw of the PDNet. The re-
lationships between influencing factors (e.g., customer loads,
voltage regulators) and voltage variance are complex, making
explicit consideration challenging. To address this complexity,
we employ the MLP model to effectively capture the nonlin-
ear relationships. While our focus in this study is on fixed
topologies, considering the topology modifications is poten-
tially future work highlighted in Section [V Among the influ-
ential factors, customer loads and voltage regulators, notably
on-load tap changers (OLTCs), are the key contributors. The
actions of OLTCs closely align with the overall load condi-
tions and the resultant PDNet voltage levels, which, in turn,
depend on the load situations. To effectively capture this re-
lationship, we utilize separate inputs for customer loads and
total loads, representing the overall load conditions. The mod-
ule outputs estimate the voltage variance at the head bus of
each ST.

C. PINN Model Training Framework

To enhance the performance and accelerate the convergence
of the PINN model, this paper employs customized training
processes that account for the unique characteristics of the
problem.

1) Data Normalization: Data normalization is an impor-
tant pre-processing step when training deep neural networks,
as it helps improve model convergence, reduce overfitting is-
sues, and enhance generalization ability. Thus, we select the
linear transformation method, specifically standardization, to
accomplish this task [16].

2) Weight Initialization: Based on the designed neural net-
work structure, two groups of weights need to be initialized
that are ¢,, = {W,, W, b.} for the physics-inspired part and
0, = {{WgH  {WpP}E |} for other compensation parts,
where W represents the kth layer in linearized error compen-
sation module; the Ith layer in voltage variance capture module
is recorded as W’. According to the explanation in Section
the E¥ and H are non-positive symmetric matrices. To ob-
tain better initial status and keep these properties, the W,, W,
are initialized as identity matrices I with the same size, that
is, Winit Winit = — [, © K,,«n, where K ~ U(0,1). We
initialize the b, using random values yield to 2/(0, 1). To pre-
vent the gradient from exploding or vanishing, we utilize the
widely-used Xavier method for the initialization of other pa-
rameters 6. Details of the methods can be found in [25]].

3) Loss Function and Regularization: The loss function
L(-,-) is a mathematical function that measures the difference
between the predicted output of the neural network and the
true output for a given input. In our problem, mean squared
error (MSE) is used to measure the difference between pre-
dictive and actual voltage.
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In addition to the typical error calculation components, reg-
ularization is another common element included in the loss
function. Regularization is considered as penalty terms added
to the loss function to impose soft constraints. In our problem,
we employ the regularization method to encourage the network
to retain physical information while updating to minimize loss.
The designed loss function with regularization terms can be
expressed as:

J(©) = Lo + L} +Re, (7)
1 (&

Lo =+ (Zﬁ(F(pfn,qE";@) w?")) . ®
=1

5 Nb C. C c
L, =N <Zﬁ<Fn (P 4;"5 0y ),vi")> SNC)

Re = AWianl2+ 58 DD Wil — [Wian
i J
+EF |,
(10)
where Ny, is the batch size; ¢ is the scaling factor; || - ||; and

| - ||2 denote the Manhattan Norm (MN) and Euclidean Norm
(EN) respectively; A, 8 and v are the weighting factors for
three regularization terms. The proposed loss function J(©)
incorporates three main components. 2 denotes the output of
the linearization compensation module. First, Lg signifies the
model prediction error calculated by MSE, forming the pri-
mary component of the loss function. Second, l/7 is a cus-

tomized term that calculates the difference between the outputs
of the physics-inspired module and actual voltages employing
MSE. This term aims to reduce error compensation from other
modules, thereby enhancing overall accuracy. Finally, the reg-
ularization term Rg is included in the loss function. The EN of
Wia) is adopted in Re to make the weight matrices sparse,
reflecting the characteristics of real E and H. To maintain
Wi,.»y as non-positive, we introduce the subtraction between
the element summation of Wy, ; and MN as soft constraints.
Similar to L"U, we supplement the MN of F, in the regular-
ization terms to minimize error compensation, as the actual
linearized error cannot be large.

4) Gradient Editing: Due to the properties of the E and
H, it is crucial to maintain the symmetry of the weight ma-
trices Wy, ) during network training to achieve better per-
formance. Considering the symmetrical initialization weights,
one straightforward approach is to enforce weight symmetry
by replacing the gradient of the weight matrix W, 1 with the
average of the gradient and its transpose during the backprop-
agation phase. This technique is known as the weight symme-
try averaging. After considering all the steps outlined previ-
ously, we utilize Stochastic Gradient Descent (SGD), a widely
used optimization technique, as the optimizer for updating the
model parameters. The training procedure for the PINN model
is provided in Algorithm [1]

Algorithm 1 PINN Model Training Algorithm
Require: Training set D;,. = {v., P¢, .}, initial learning rate
(LR) «g, decay factor k, momentum ( , mini-batch size
Ny, number of epochs T
1: Initialize the parameters of network Fp as © = {027 Qg}
by designed rules; update initial LR as « +— ag
2: for epoch =1 to T do
for i =1 to [N/N;] do
Select N, example pairs from shuffled D;, forming
mini-batch S; = {p;" ,qb",'ub"}l])\g1
5: Compute gradient of the loss function with respect
to network parameters as
VoJ(0;8i) ={ Vo,T,Vo,T }
6: Editing gradient of physics-inspired module based on
weight symmetry averaging as

@

Vo, T + 3 (Vo, T + Ve, JT)

7 Update the parameters using SGD update rule:

T+ v+ (1-QVeJ(0;5;)

O+ 0 —av bv <+ VoJ(0;5,_1).
8: if [a/e] == 0 then
8: a < ka > decays LR a by k every e epochs
9: end if
10:  end for
11: end for

12: return Fy,

IV. APPLICATIONS OF PINN-BASED VOLTAGE
CALCULATION MODEL

A. Model-free Locational PV Hosting Capacity Calculation

To ensure the seamless integration of new PV installations,
it is essential to conduct the locational PV HC analysis [5],
[26]. This analysis helps to determine the maximum PV capac-
ity that can be accommodated within the grid without violat-
ing operational constraints at specific locations or necessitating
grid upgrades. The HC analysis considers various impact cri-
teria, such as system overvoltage, thermal stress, harmonics,
etc. Its primary focus is to uphold good voltage quality, par-
ticularly for typical North American residential circuits [27].
Estimating PV HC based on voltage constraints requires accu-
rate voltage estimation in new scenarios, such as reverse PFlw
or large voltage fluctuations. This underlines the paramount
significance of extrapolation capabilities. Our designed model
demonstrates excellent potential extrapolation capabilities due
to the special structure, making it suitable for calculating volt-
ages in high-penetration PV scenarios. As a result, we con-
ducted locational HC analysis to show the potential application
of our proposed model.

B. PDNet-SDNets Physics Information Awareness

The lack of detailed SDNet models impedes effective
decision-making and planning for operators. To tackle this
challenge, earlier research efforts have delved into TC rela-
tionship identification [28]], [29]]. However, the predominant
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reliance on voltage correlation combined with manual param-
eter adjustments hinders existing methods from achieving con-
sistent and stable performance. Our proposed model, featuring
a well-designed physics-inspired module, offers novel perspec-
tives on solving TC connectivity problems. To demonstrate the
model’s support for physics information awareness, we devel-
oped a method for identifying TC connectivity. This method
leverages the abundant physical information contained in W,
and W,,. The procedure for connectivity identification is de-
tailed in Algorithm [2|

Initially, the algorithm transforms the W, and W}, into the
minimum connection matrix G, adhering to the threshold 7,
which has been proposed in Algorithm [2] and proof to be the
lower bound of non-zer elements in W, or Wj,. G only
contains partial customer connection information; detailed be-
low, if the element G~ is non-zero, customer ¢ and j should
be connected to the same ST, but the opposite is not true be-
cause only the minimum connection number is considered to
generate . Hence, the algorithm then applies the “transitive
relation” rule to augment G. For instance, if customers i and j,
and customers j and d, are respectively connected to the same
ST, then customers i, j, and d are considered as linked to
the same ST. Based on the modified GG, customers connected
to the same ST form a cluster, and all such clusters consti-
tute a cluster list C. The algorithm subsequently and itera-
tively merges the clusters in C, after discarding duplicate items,
based on the correlation between two clusters until the number
of clusters matches the ST counts k. The cluster relationship
RV = p(zs,2¢), where zs and z; are two clusters from C,

can be calculated as RV = Z‘f:l‘ Lzzt‘l (|Waz + |WbZ§|).
A higher RV value indicates that customers from the two
clusters are likely to be connected to the same transformer,
suggesting they should be merged. The final TC results are
recorded in C. Utilizing this straightforward method, we can
extract TC information from the well-trained PINN model.

Proposition 1. The lower bound for the number of non-

Zero eletZHents in matrix W, or W, is greater than 7, where
T = {%J, k and N. denote ST number and total customer
number, respectively.

Proof. When customer 4 and j share the same ST, the ele-
ment W/ and W,»/ will be non-zero. We define z € Z*
as the number of customers connected to each ST. The prob-
lem of finding the minimum number of non-zero elements in
matrices can be formulated as miny = T, subject to the
constraint Zle x; = N.. To solve the problem, we relax x
to & € RF and obtain the objective function as 7, yielding
min ¥ < min y. Notably, the relaxed problem achieves its
optimal solution when each ST has an equal number of cus-
tomers. The optimal value of objective function §* in this case

is Alic . To satisfy the integer requirement, we can round this

2
value down to LA]{;J, which preserves the relationship that

|7*] < g* < y*, where y* denotes the optimal value of orig-
inal problem. The proposition is thus proven. [ ]

2Training errors may result in sparse elements in W, and W being small
but not exactly zero. We still refer to these elements as “zero elements” for
convenience and the others as “non-zero elements.” This approximation does
not affect the final results.

Algorithm 2 TC Connectivity Identification
Require: W,, W;, Customer Num N%, Transformer Num &

1: Calculate threshold index T + L]\,[; |
2: Update W,, W}, as:

Wil > Wi 1, wii < wll o,

Wil > W e 1w < w0

G [(Wo+ W) 5 > 0]i,5 = 1,2, ..., Ne;
Wl denotes the 7 largest element of W.

[95]

: for : =1 to N, do

4:  Create initial set R = {j|G;; ==1,j € 1,...,N.}
CS+— R, FS+ R

5. For every item m from R, conduct update below until

|F'S| equals to |CS|:

FS «+ FSU{j|G ; ==1}
CS+ FS

6 Add F'S to the cluster list C, and remove duplicates

7: end for

8: while |C| > & do

9:  Calculate RV = p(zs, 2¢), s,t € {1,...,|C|}

10:  Find minimum value RV, _ .,, then merge z,, 2; two sets
and update C

11:  Recalculate RV = p(zs,2¢), s,t € {1,...,|C| — 1}

12: end while

13: return C

V. CASE STUDIES

A. Test Circuits and SM Datasets

Three distribution feeder models are used for conducting the
designed case studies, comprising two public testing circuits,
namely, “EPRI12Bus” (small) and “EPRICk5” (complex) cir-
cuits, along with one real utility feeder. Each model integrates
STs and SDNets. The small circuit serves 46 customers spread
over 12 unique low-voltage SDNets, each boasting distinct
topologies and conductor lengths [[18]]. The complex circuit
is modeled after EPRI Ckt5 and includes 591 STs connected
with 1379 customers [30]. The real feeder circuit, marked as
“Real40Bus”, originates from a distribution network in the
Midwest U.S., powered by a 69 kV substation. In contrast to
the small test circuit, the real utility feeder model features an
extended three-phase feeder line with 40 STs connected with
52 customers. Moreover, each customer across the three test
circuits was allocated a unique load profile with real and reac-
tive power derived from actual utility smart meter data, with
a data resolution of 30 minutes over two years. Utilizing au-
thentic smart meter data, voltage values are produced through
OpenDSS based on the corresponding distribution systems.

B. Voltage Calculation

1) Simulation Scenario Generation: We tested our pro-
posed model through five scenarios, denoted as S1 to S5 in
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Table [ The PV load data are sourced from over 300 so-
lar inverters with 4-10 kW capacities in the Middle U.S. The
EV data, culled from various real datasets, had charging ca-
pacities of 3-10 kW. During scenario generation, annual PV
curves and EV charging profiles are randomly sampled from
these datasets and added to customer load curves. In S1, we
fully trained and tested the model on historical data without
additional PV or EV loads, assessing its performance under
normal conditions. S2 introduced PV for 25% of customers in
both training and testing data. This scenario tested the model’s
performance under increased voltage variations caused by fluc-
tuating PV generation. In S3, S4, and S5, the datasets included
various PV and EV penetration levels, while the training data
remained historical data as in S1. These experiments evaluated
the model’s extrapolation capability under “unseen” scenarios.
Given that our model incorporates SM data as inputs, the anal-
ysis of the effects of measurement noise and synchronization
discrepancies is conducted to ensure model robustness. The de-
viations in SM data comprise two primary components. The
first component, measurement noise, has been extensively in-
vestigated. Research indicates that it generally adheres to a
Gaussian distribution with a zero mean and a specific standard
deviation [31]]. The second component stems from the asyn-
chronous nature of smart meters, which also exhibits a normal
distribution as suggested in [31f]. Consequently, we can model
the overall error as a composite of two normally distributed
variables, which inherently results in a normal distribution.
Aligning with prior studies [31]], [32]], and [33]], we adopted a
deviation level of 5, signifying that measurements are within
+5% of the actual values. To simulate a more realistic dataset,
Gaussian noise masks were applied to the loading data. The
deviation o of the setting is given by o = dl* |z™| /3, where
dl is the deviation level; 2™ represents the loading data mea-
sured from the SMs. Therefore, we configured the dl to 5%
with a mean of O for loading data, and to 1% with a mean
of 0 for voltage data. This setup ensures that our proposed
model undergoes testing with data that closely mimics real-
world conditions.

TABLE 1
SIMULATION SCENARIO GENERATION SETTING

Scenario Training Testing PV Penetration(%)
EPRI12Bus/Real40Bus/EPRICKkS
S1 basic basic 0%/ 0%/ 0%
S2 25%PV 25%PV 39%/ 56%/ 57%
S3 basic 25%PV 39%/ 56%! 57%
S4 basic 50%PV 114%/ 108%/ 93%
S5 basic 50%PV + 20%EV 114%/ 108%/ 93%

2) Results Analysis: The voltage calculation tasks on the
five scenarios are carried out by three models, including PINN,
linear NN (LNN), and Deep neural network (DNN). The LNN
model is the PINN model without the two compensation mod-
ules. DNN refers to the fully connected neural network. All
the models are built on one-year SM data, among which 80%
data for training and 20% data for validating, and then tested

on one-year long data. The error of the voltage calculation
results are shown in Fig. [3] and Fig.

The bar chart in Fig. |3| illustrating the mean absolute error
(MAE) values over all time points and customers, shows the
PINN models exhibit lower MAE values than the DNN model
across all scenarios. As PV and EV penetration levels increase,
the MAE differences between the DNN and other models be-
come more prominent. In scenarios S1 and S2, where no un-
seen cases are present in the test set, the DNN model shows
excellent results, with accuracy roughly consistent with the
PINN and even better than LNN in large systems. However,
when data from new scenarios, e.g., high DER integration,
are included in the testing set, the error of the DNN model
significantly increases, reaching higher levels. In contrast, the
PINN and LNN models continue to perform well, showcasing
their strong extrapolation ability. Overall, the PINN and LNN
models perform well across most scenarios. When the testing
model is small (e.g., EPRI12Bus and Real40Bus), the accuracy
of the two models is similar. However, in the EPRICkS5 model,
where the PFlw relationships of PDNet become more com-
plex due to a larger number of buses, the LNN model strug-
gles to capture these complexities, resulting in increased MAE
errors. Conversely, including compensation modules in the
PINN model enhances its performance, particularly in com-
plex scenarios where PFlw relationships are intricate. We can
also see from Fig. [5] that the differences between PINN and
LNN usually occurred on the tip points where voltage regu-
lators could act. The blue error line above each bar in Fig.
represents the MAE values obtained when the models are
trained and tested with the noisy data. Notably, the proposed
model maintains robust performance, even when accounting
for potential variations stemming from measurement inaccu-
racies and synchronization discrepancies commonly present in
real-world SM measurements. The boxplots in Fig. 4| further
clarify these findings by illustrating the error distributions dur-
ing the 6 a.m. to 6 p.m. daytime period, where PV generations
have the largest impacts. These visualizations underline that,
compared to the DNN model, the errors of PINN results are
more concentrated, and such differences are notably promi-
nent in the EPRI12Bus and Real40Bus because of the higher
PV penetration level of these two models in the scenarios S4
and S5.

Fig. [6] shows the training results for W, and W, across all
test circuits. Physical connections between customers are ev-
ident from the significant values (darker colors) in the plots,
indicating links between customers. Customers connected to
the same transformer exhibit pronounced voltage correlation,
forming darker sub-squares in the plots. Notably, the struc-
tured connectivity in these plots is influenced by the customer
order in the input data, which is inaccessible in real scenar-
ios, resulting in more randomized matrices. Additionally, weak
correlations between some customers and potential training er-
rors may hinder extracting physical information. Hence, this
paper proposes a TC identification algorithm to address these
issues, with detailed testing results presented later.

3) Assessing the Impacts of Training Dataset Durations: In
practical applications of the PINN model, the available train-
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Fig. 5. Voltage estimation results for three customers from all circuits in S5

ing data volume may not be as extensive as in simulation
scenarios. For instance, the addition of new customers to the
system will result in limited smart meter data. Additionally,
the smart meter data missing will also lead to the training
dataset shrink. Consequently, understanding the minimal train-
ing dataset size required to maintain model efficacy is crucial
under these circumstances. To explore this, several simulations
are carried out, training the PINN model with datasets span-
ning one year, six months, three months, one month, and one
week. We assessed the models’ effectiveness using simulated
data from “S5”. Fig.[7]illustrates the average MAE in voltage
estimations for models trained across these durations.

Fig. [7 clearly illustrates that the MAE of the models esca-
lates as the duration of the training datasets diminishes, tran-
sitioning from a year to a week. Specifically, the ERPI12Bus
and Real40Bus models exhibit a marginal rise in MAE when
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the dataset length is curtailed from one year to three months.
Although training with one month’s data leads to a notable
error increase, they are still albeit within acceptable limits.
However, the scenario changes drastically under the training
of the one-week dataset, where the MAE surges significantly,
indicating the model’s diminished capacity to discern the un-
derlying PFlw relationships. The scale of the challenge is more
pronounced in the PINN model applied to the EPRICkS, due
to its more extensive scale (requiring the training of more pa-
rameters). A pronounced jump in MAE is observed when the
dataset is limited to one month, suggesting that larger distribu-
tion systems necessitate more extensive datasets. It’s important
to note that these observations are based on 30-minute interval
smart meter data. Increasing the granularity of the data to 15-
minute intervals could potentially reduce the minimum dataset
size required for effective model training. Preliminary findings
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Fig. 7. Average MAE of voltage estimations across PINN models trained
with datasets of varying time spans

suggest that for smaller systems, a dataset spanning two weeks
may suffice, while larger systems, akin to the EPRICkS, may
necessitate a dataset ranging from two weeks to a month.

4) Analysis of Model Retraining Timings: When integrat-
ing the proposed model into actual utility systems, maintain-
ing its updated state is crucial for precise voltage estimation.
Consequently, model retraining becomes indispensable. This
section delineates three triggers for initiating model retrain-
ing: error-oriented, event-oriented, and manual intervention.
For the error-oriented trigger mechanism, the system opera-
tors establish specific error thresholds that are thoughtfully
tailored to the unique demands of each distribution system.

This customization is crucial to ensure that the model’s sen-
sitivity to errors is appropriately calibrated for each system’s
diverse conditions. When new smart meter data is fed into
the model for validation, the model is flagged for retraining
if the voltage calculation errors surpass these predetermined
thresholds. From the moment these errors are detected, the
newly collected smart meter data are gathered and employed
as training data for the PINN. In the event-oriented approach,
training can be proactively initiated even when the voltage es-
timation errors by the PINN remain within acceptable limits.
This approach is triggered by specific events, which may not
necessarily cause immediate errors but also need an update in
the model. Key factors that activate this event-oriented trig-
ger include the scheduled changes within the network or the
onset of unique operational scenarios. For instance, the peak
load scenarios caused by extreme weather conditions (e.g., ex-
tremely high/low temperatures) are typically underrepresented
in historical datasets. Including data from these unique sce-
narios enhances model accuracy, as a more diverse training
set improves the model’s performance in different conditions.
Additionally, the proposed model can incorporate the manual
setting option for retraining, an essential feature to maintain its
relevance and accuracy over time. This approach involves pe-
riodically (e.g., weekly, monthly) reviewing and updating the
model, regardless of whether it has reached a specific error
threshold or encountered a notable event. While this approach
may entail a higher computational burden, it is crucial for
keeping the model current. Moreover, once the system reaches
the error- or event-oriented trigger, the model will be updated
again, following the respective retraining protocols.

5) Discussion: Relying on the derived coupled PFlw model,
the PINN aims to imbue each module with physical signifi-
cance. The linear neural network portion replicates the linear
component of (3) via parameter estimation, exemplifying an
accurate modeling approach that strictly adheres to the physics
rules of the system. This approach allows for precise estima-
tion across various scenarios, regardless of whether the data
exists in the historical dataset. The non-linear elements, on
the other hand, are indirectly captured by the MLPs, lever-
aging their exceptional non-linear mapping capabilities. How-
ever, several potential issues warrant discussion. Firstly, cross-
compensation of errors may exist among the three modules
during training. Given the lack of model information and the
absence of measurements from PDNet, SMs are the only vi-
able data source. Through carefully designed regularization
terms, we strive to prevent such compensation. While com-
plete eradication may not be possible, our results demonstrate
the effectiveness of the voltage variance capturing module, ev-
idenced by comparing PINN and LNN results. Another chal-
lenge relates to topology modifications. Changes in the PDNet
topology can impact the whole PFlw, thereby compromising
calculation accuracy. Current strategies involve retraining the
entire model using new data to tackle this problem. However,
the proposed PINN model takes a more efficient approach.
It retains unchanging parameters such as W, and W}, and
fine-tunes the remaining model components, thus reducing the
need for extensive training data and computational capacity.
This strategy can be regarded as genuine transfer learning, a
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machine learning technique where the model developed for a
specific task is adapted for a second related task. Additionally,
if certain system information is partially available, we can em-
ploy a masking mechanism to reduce the number of training
parameters, thereby accelerating and enhancing model conver-
gence. Future work will focus on exploring the integration of
known system information and addressing topology modifica-
tion.

In the real-world deployment of models within utility sys-
tems, navigating the issue of smart meter data missing is cru-
cial. There are three predominant scenarios of missing the
model could face. Firstly, when individual customers experi-
ence a short range of data missing, we could address the prob-
lem by removing the load data for all customers during those
specific intervals, leveraging the fact that our model’s input
doesn’t necessitate continuous data, thereby ensuring minor
omissions would not significantly affect the model’s accuracy.
Secondly, a more challenging scenario arises when a signifi-
cant portion of data is missing across many customers, leading
to a limited dataset for training. Regarding this issue, our pre-
vious analysis shows that the model can still yield acceptable
results with around one month of complete historical data, in-
dicating a certain resilience to this data missing problem. The
third scenario involves extensive data gaps concentrated among
a few customers. In such cases, using advanced training meth-
ods like transfer learning on an existing, outdated model can
help minimize the requirement for large volumes of training
data and lessen the impact of these data gaps. These strate-
gies, aimed at mitigating the effects of missing data, are pivotal
areas of focus in our upcoming research, offering potential so-
lutions to enhance model reliability in real-world applications.

C. Locational Hosting Capacity Estimation

To exhibit how the designed model performs in the calcu-
lation of locational HC, the Real40Bus model is selected to
complete the test. Instead of analyzing just a handful of worst-
case scenarios and obtaining one PV HC value, the proposed
voltage calculation model calculates the maximum accessible
PV power at every time point for each customer location. In
this context, the locational HC can be regarded as the mini-
mum value of the maximum accessible PV power across all
time points. However, our discussion here is confined to the
maximum accessible PV power. To generally exhibit the per-
formance of our model, the MAE and the mean absolute per-
centage error (MAPE) of the estimation results over all the
time points are discussed. The model-based algorithm that
uses quasi-static time series simulations is adopted to be the
benchmark to calculate the maximum accessible PV power,
with more details provided in [5[]. The estimation error ob-
tained from the designed model is shown in Fig. [§] Each bar
exhibits the average MAE of maximum accessible PV power
for one customer over one-year time points, and the green
curve presents the MAPE of corresponding estimation results.
It can be seen that the average MAE error for each customer
remains in a small range, with the maximum error below 3.5
kW. The average error over all the customers is just 0.87kW,
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Fig. 8. Average MAE and MAPE of maximum accessible PV power for all
customers

and the MAPE averages below 2.5%. Compared to previous
locational HC work, the performance of the proposed model
is competitive [30].

D. Power Network Physics Information Awareness

Previous research primarily focuses on TC identification
based on voltage correlation among customers [29], consid-
ering only voltage information. On the contrary, our pro-
posed method leverages the knowledge learned by the physics-
inspired module that is well-trained using D,, and integrates
both load and voltage data as input. By incorporating addi-
tional information, our method offers a higher capability for
TC identification. We tested the designed algorithm on three
distribution models, and the results are presented in Table
M where the accuracy metric equals the ratio of the accu-
rately identified ST number to the total ST number. As shown,
our method achieves excellent results with 100% accuracy,
whether in the designed system with diverse secondary topolo-
gies (i.e., EPRI 12 bus) or in a real utility model. This indi-
cates its effectiveness in handling complex SDNet patterns and
real-world conditions. Furthermore, the favorable test results
in large distribution networks (i.e., EPRI Ck5) validate the
scalability of our approach.

TABLE I
TC CONNECTIVITY IDENTIFICATION RESULTS

Model EPRI 12 Bus  Real 40 Bus  EPRI Ck5
Transformer Number 12 40 591
Customer Number 46 50 1379
Correctly Identified 12 40 575
Accuracy Rate 100% 100% 97.3%

VI. CONCLUSION

This paper introduced an electric model-free voltage calcu-
lation methodology designed to accommodate the operational
and planning needs of distribution networks without the ne-
cessity for accurate electrical models. Leveraging the structure
inspired by the PDNet-SDNets coupled PFlw, the PINN model
displays potential for extrapolation and exhibits the ability to
capture the physical characteristics of the electrical network.
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Supported by a customized training framework, the model en-
sures convergence and robust performance. Evaluations using
two public testing systems and a real utility feeder model af-
firmed the effectiveness of the model in voltage calculation.
The testing results also corroborated the proposed model’s ex-
trapolation and physical awareness capabilities in locational
HC and TC identification applications. Future work will ex-
plore integrating known system information and assess the
model’s adaptability to topology modification. Additionally,
efforts will be directed toward enhancing the model to sup-
port both three-phase and two-phase loads, thereby bolstering
the applicability and accuracy of the PINN.
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